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Abstract—Next generation mobile networks such as LTE-Advanced will offer high data rates to users utilizing new radio access technologies. In addition, new applications as well as devices such as smartphones and tablets will result in a rapid mobile traffic growth. Consequently, a rapid increase of the load in the mobile backhaul segment is expected, resulting in turn into a substantial increase of the energy consumption. Moreover, by allowing the possibility of direct communications between base-stations for instance to support interference cancellation mechanisms such as “CoMP” and expedite handovers, the traffic pattern turns into any-to-any node communication in the next generation mobile networks. In previous papers we proposed an optical mobile backhaul network to transport the mobile user data in an energy-efficient fashion, while supporting any-to-any traffic exchanges. In this paper we evaluate, analytically and by simulation, the latency in such next generation optical mobile backhaul networks for realistic scenarios. We also study the impact of the support of several classes of service.
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I. INTRODUCTION

With the evolution of the optical transport technologies, energy-efficient solutions for the transport in the radio access part of cellular backhaul networks have become available. In previous work the use of a fine granularity optical transport solution, optical slot switching (OSS) was proposed as an energy-efficient switching technology [1] to interconnect the Evolved Node Bs (eNodeBs) in a Long Term Evolution Advanced (LTE-A) mobile backhaul network. LTE-A leverages direct node-to-node communication [2] through X2 interfaces [3] to transport Coordinated MultiPoint (CoMP) traffic [4], which improves coverage, cell-edge throughput, and system efficiency.

Packet Optical Add/Drop Multiplexer (POADM [5]; see top of Fig. 1) is an optical slot switching technology that natively supports any-to-any communication and is hence particularly suitable to the LTE-A mobile backhaul application. In this paper, optical slot switching is applied for metropolitan mobile backhaul networks with a few (up to a few dozens) of eNodeBs: Fig. 1 shows LTE eNodeBs interconnected by a mobile backhaul network [2].

POADM is a Wavelength-Division Multiplexed (WDM) time-slotted ring that provides sub-wavelength switching granularity. A POADM ring consists of several (e.g., 40) data channels, and of one additional “control channel” which carries all slot headers and is (electronically) processed at each node. Each node is connected to one or several clients (e.g., a Passive Optical Network (PON), an Ethernet switch, etc.). Data coming fromgoing to the clients is encapsulated/decapsulated within fixed-size packets called slots (of few μs) that can transit transparently, i.e. they are not converted to the electronic domain at the intermediate nodes [5]. Each node decides whether to drop or let transit each slot on each wavelength according to information carried by the control channel. This optical transparency for the transit traffic is a key feature that helps to minimize the power consumption. Indeed [6] shows that POADM rings can be up to 5 times more energy-efficient than Ethernet rings and 30% than Reconfigurable-OADM rings.

In [3], the authors show that the latency constraints of LTE-A can be very stringent in order to support sophisticated CoMP scheme (ideally in the scale of 1-5 ms). Future mobile networks even need to satisfy 1 ms end-to-end delay requirement for “tactile” type of services. All of these requirements have to be matched for the backhaul network. Many of today’s backhaul networks are still implemented using legacy Time Division Multiplexing (TDM) technology based on electronic circuit switching. Due to the capacity restrictions of such systems and to the surge of packet-based mobile Internet traffic at the expense of voice traffic, new electronic, packet (typically, Ethernet-based) networks were proposed around 2010 [7]. In order to make such Ethernet networks QoS-aware and provide latency guarantees, the Metro Ethernet Forum defined “services” in the context of Carrier Ethernet, an extension to Ethernet. Although Carrier Ethernet does address the latency
TABLE I

Traffic characteristics [11], [12]

<table>
<thead>
<tr>
<th>Type</th>
<th>Demand (Bytes)</th>
<th>Pkt size (Bytes)</th>
<th>Pattern</th>
<th>CoS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>1.5 Gb/s up, 3 Gb/s down</td>
<td>1500</td>
<td>Centralized</td>
<td>RT, NRT</td>
</tr>
<tr>
<td>Voice over IP</td>
<td>8.5 Mb/s up and down</td>
<td>162</td>
<td>Centralized</td>
<td>RT</td>
</tr>
<tr>
<td>CoMP data</td>
<td>1 Gb/s</td>
<td>1500</td>
<td>Peer to peer</td>
<td>NRT</td>
</tr>
<tr>
<td>CoMP signaling</td>
<td>774 Kbps</td>
<td>92</td>
<td>Peer to peer</td>
<td>RT</td>
</tr>
<tr>
<td>Handover inter-ring</td>
<td>0.1 Gb/s up and down</td>
<td>1500</td>
<td>Centralized</td>
<td>NRT</td>
</tr>
<tr>
<td>Handover intra-ring</td>
<td>0.1 Gb/s</td>
<td>1500</td>
<td>Peer to peer</td>
<td>NRT</td>
</tr>
</tbody>
</table>

constraint in mobile backhaul networks, it does not address the high energy consumption issue that is associated with such electronic packet switching-based networks. More recently, Passive Optical Network (PON)-based mobile networks were proposed to enable the re-use of existing, high-capacity fixed access network infrastructure and hence decrease the cost of deploying next-generation mobile backhaul networks [8]. In [9] it is shown that latency in mobile backhaul PONs can be reduced down to 1 ms, making it a relevant LTE-A mobile backhaul network candidate. However, PON systems are based on a tree structure where extremely short latency for X2 communication (between the optical network units) is difficult to achieve. As explained above POADM is an energy-efficient network concept that enables direct basestation-to-basestation X2 communication. For this reason, we study POADM as a potential candidate for next-generation mobile backhaul networks. Compared with Ethernet and PON, POADM is a relatively novel concept relying on advanced optical components, with the possible associated cost premium. This paper deals with performance only.

The latency of POADM-based networks was studied in [10] for general-purpose, single class-of-service networks. In this work we study the performance (latency) of a POADM ring for the specific case of the LTE-A mobile backhauling application. We propose for the first time an analytical model to quantify the latency of an OSS-based LTE-A backhauling network using real traffic demand with variable client packet sizes and handling different classes of service (CoS). We investigate the impact on end-to-end latency of a CoS management policy affecting the slot formation and insertion processes. We compare analytical results with simulations for small scale networks and we extrapolate the analytical model to larger scale networks to avoid time-consuming simulations. In particular, we show that the overall latency is compatible with the LTE-A requirements.

This paper is organized as follows. In Section II we explain the different policies for class of services management. We propose in Section III an analytical model to evaluate the per-class of service latency in an OSS network. In Section IV we evaluate the performance of a POADM ring for an LTE-A mobile backhauling application, and using the same scenario we compare analytical and simulation results. We give in Section V the most important conclusions of the performance studies.

II. SUPPORT OF DIFFERENTIATED CLASSES OF SERVICE

Typical traffic in an LTE-A mobile backhaul network is described in Tab. I. In this work we consider 2 classes of service: real-time (RT) and non-real-time (NRT), however the analytical study can be generalized to any number of CoS. RT traffic is latency-sensitive and consists of a part of the data traffic, Voice over IP (VoIP), and signaling for CoMP, while NRT (or best effort) traffic consists of the remainder of the data traffic, data for the CoMP mechanism, and handover (HO) data and signaling. The strictest latency requirement comes from CoMP signaling, which should experience less than 1 ms end-to-end latency [12]. Given that such traffic may traverse a small distance over the backbone network to ensure communication between two eNodeBs in two neighbor metropolitan mobile backhaul networks (here, rings), the per-ring maximum latency for RT traffic is thus at most 500 µs. Observe that, thanks to transparency, the end-to-end latency can easily be calculated from the queuing delay by adding the propagation delay, which is deterministic for a given physical topology, and negligible in metropolitan networks. For this reason, we focus on the packet queuing delay analysis (Section II-A). This paper also quantifies the impact on traffic latency of CoS management during slot formation and slot insertion on channel (Section II-B).

A. Slot formation without CoS management

We first describe how slots are formed in a non-CoS managed network. Without CoS management, all client packets may be mixed in the same optical slot, as described in Fig. 2. At a POADM (eNodeB) node, packets arriving from clients (e.g. mobile terminals) are placed in a temporary packet queue identified by the destination (eNodeB) node. Once enough packets to fill a slot have arrived in the temporary packet queue, this queue is emptied and the optical slot is formed and placed in the optical slot queue, waiting for its insertion on the channel. To cap the optical slot formation time, we use a timer, which is triggered by the arrival of the first client packet, and which expiration causes the completion of the formation of the optical slot. Without CoS management, since there is no differentiation between the different classes of service, a unique timer value is used during slots formation. This global timer value is selected so as to respect the strictest traffic latency constraint, here, the CoMP latency constraint.

B. Slot formation with CoS management

As described in Fig. 3, temporary queues are now identified not only by destination node but also per CoS, such that each optical slot contains packets with the same CoS. The utilization of per-CoS queues enables sending RT traffic before NRT traffic. CoS differentiation is performed only during slot assembly (through the utilization of separate queues for the various classes of service) and channel insertion (through prioritization of the various classes) and never at intermediate nodes; with transparency, all slots are treated equivalently by the transport layer, irrelevant of their CoS. With CoS management it is possible to differentiate between client packets of both classes
of service at the slot assembly step thus we apply one timer per CoS: a short timer for RT traffic (to respect latency restriction) and a larger timer for the NRT traffic (since it is less sensitive to latency). At the channel insertion, optical slots containing RT packets are served first.

Fig. 4 represents the electronic architecture of a POADM node with the different steps followed by the client packets during the transmission, transit and reception process. For clarity, we mapped on Fig. 4 the temporary and optical slot queues mentioned in previous sections II-A and II-B.

III. ANALYSIS

In this section we propose an analytical model to evaluate the per-class of service latency in an OSS network. The packet queuing delay is the waiting time between the sending of the packet by the source client and the insertion of the slot containing this packet on the channel. The queuing delay results from the optical slot formation time $OSFT$, time due to the slot assembly process happening in the temporary packet queue, and the buffering time $OBT$, time spent in the optical slot queues, as shown in Figs. 2 and 3. The mean queuing delay $QD$ experienced by a client packet is thus:

$$QD = OSFD + OBD,$$

where $OSFD$ is the mean delay experienced by a client packet during the optical slot formation, and $OBD$ is the mean delay experienced by a client packet during the optical slot buffering.

A flow corresponds to the traffic sent from a given source node to another given destination node, and to the type of this traffic as defined in Tab. I. Hence, all packets with the same triplet (source node, destination node, traffic type) are considered to be from the same flow, irrespective of the end-user application. Our analytical model is based on client-to-client traffic with Poisson packet arrivals, where the mean packet arrival rate for flow $i$ is $A_i$. The optical slots service rate is $\mu$, and is deterministic and equal to the inverse of the optical slot duration. A slot is formed and inserted on the medium either because (a) it is (almost) filled or (b) the timer has expired. We now formalize (a). Since client packets of a same flow may have different sizes, optical slots may not be fully filled even with a very long timer. An optimal slot formation condition must take in account the trade-off between the slot filling ratio and the latency. Thus, we propose to define the slot formation condition as the time when, after the arrival of a client packet, the remaining free room is smaller than the more frequent client packet size. This of course requires a certain knowledge of the distribution of the client packet sizes, which is shown for instance in Tab. I for the LTE-A application; there, the most frequent client packets are 1500 bytes long, which is also the maximum packet size. Hence, we formulate the condition for a slot formation as:

$$S - s_{\text{max}} < V_i \leq S,$$

A naive approach would be to define the slot formation condition as the moment when there is no room left for any incoming client packet. This solution results in a higher slot filling ratio than the one proposed in this paper but also in additional latency. Indeed a slot may wait for a small client packet to improve its filling ratio; if instead a client packet that is too large to fit in the slot arrives, the slot now departs with increased latency and no improved filling ratio.
where \( S \) is the optical slot size (in bit), \( s_{\text{max}} \) is the maximum client packet size, and \( V_t \) is the volume of data accumulated in the slot during a time interval \( t \):

\[
V_t = \sum_{i=1}^{N} x_i \cdot s_i,
\]

(3)

where \( N \) is the number of flows departing a considered node and filling a same slot, \( i \) is a flow index, \( s_i \) is the size of a packet for flow \( i \), and \( x_i \) is the number of packets of flow \( i \) contained in an optical slot after a time interval \( t \). In the following we show how to compute \( QD \) by first deriving \( OSFD \) and then \( OBD \).

### A. Optical Slot Filling Delay derivation

As explained above the optical slot formation time \( OSFT \) will be either equal to the time \( t \) of the slot formation, under the condition (2), or to the timer value \( T \). This implies that the \( OSFT \) depends on the combination of the types of client packets within the slot. In case (a) (i.e., before timer expiration), before the arrival of the last packet that triggers the sending of the slot, \( V_t \) (\( t \) the time before the last packet arrival) should be below or equal to \( S - s_{\text{max}} \). The probability of the slot formation depends then on \( V_t \) and the type (size) of the last arriving packet. A slot will be formed after the arrival of a client packet of a type \( j \) if and only if

\[
S - s_{\text{max}} - s_j < V_t \leq S - s_{\text{max}}.
\]

Integrating by parts (11) in (10):

\[
OSFT = \int_0^T \sum_{j=1}^{N} \sum_{x \in A_j} \frac{x_i}{\lambda t} P_i(x) t dt + T \sum_{x \in B} \frac{x_i}{\lambda T} P_r(x).
\]

hence, injecting (11) in (10):

\[
OSFT = \int_0^T \sum_{j=1}^{N} \sum_{x \in A_j} \frac{x_i}{\lambda t} \sum_{i=1}^{N} \left( (\lambda t)^{x_i} \cdot \frac{e^{-\lambda t}}{x_i!} \right) \lambda_j t dt + T \sum_{x \in B} \frac{x_i}{\lambda T} \sum_{i=1}^{N} \left( (\lambda T)^{x_i} \cdot \frac{e^{-\lambda T}}{x_i!} \right).
\]

We define \( \lambda = \sum_{i=1}^{N} \lambda_i \), \( X = \sum_{i=1}^{N} x_i \), and \( Y = \prod_{i=1}^{N} x_i \).

Integrating by parts \( OSFT \) is developed into:

\[
OSFT = \sum_{j=1}^{N} \sum_{x \in A_j} \frac{\lambda_j X \cdot X! \cdot (0)!}{\lambda Y \cdot \prod_{i=1}^{N} \lambda_i^{x_i}} \left( \prod_{i=1}^{N} \lambda_i^{x_i} \right) \frac{I_0}{2} + \ldots + \sum_{n=1}^{X} \frac{a_n}{\lambda \cdot \lambda^{X-n}} \sum_{x \in B} \frac{X! \cdot 0}{Y} \sum_{i=1}^{N} \frac{\lambda_j}{\lambda} \frac{X! \cdot I_0}{2} \cdot \prod_{i=1}^{N} \lambda_i^{x_i} \frac{(X + 1)}{2X},
\]

where \( a_n = -\frac{T^n}{\lambda^n} \) and \( I_0 = -e^{-\lambda T + 1} \).

Knowing that during a time interval \( t \) the client packet arrivals are uniformly distributed [13], we consider the mean inter-arrival time equal to \( t/K \) (the interval time divided by the number of packet arrivals). Consequently, the first client packet that has arrived waits during time \( t/K \) \( \cdot K \), the second packet during \( t/K \) \( \cdot (K - 1) \), and so on. The total waiting time \( T_w \) of the client packets in a slot is therefore:

\[
T_w = \frac{t}{K} \cdot (K + (K-1) + \ldots + 1) = t \cdot \frac{K + 1}{2}.
\]

(14)

Since \( OSFD \) is the average time waited by the client packets during the optical slot filling process, it depends on the client packet composition in the slot:

\[
OSFD = \sum_{j=1}^{N} \sum_{x \in A_j} \frac{\lambda_j X \cdot X! \cdot 0}{\lambda Y \cdot \prod_{i=1}^{N} \lambda_i^{x_i}} \cdot \frac{a_n}{\lambda \cdot \lambda^{X-n}} \cdot \frac{(X + 1)}{2X} + \sum_{j=1}^{N} \sum_{x \in A_j} \frac{\lambda_j X \cdot X! \cdot I_0}{\lambda Y \cdot \lambda} \cdot \prod_{i=1}^{N} \lambda_i^{x_i} \cdot \frac{(X + 1)}{2X} + \sum_{x \in B} \frac{X! \cdot 0}{Y} \sum_{i=1}^{N} \frac{\lambda_j}{\lambda} \frac{X! \cdot I_0}{2} \cdot \prod_{i=1}^{N} \lambda_i^{x_i} \frac{(X + 1)}{2X},
\]

(15)

where \( X \) is the mean number of client packets per slot. To compute \( X \) we follow the same reasoning as for the calculation of the Mean Optical Slot Filling Time, but since all slots may not contain the same number of packets, we weigh \( X \) by the number of packets contained by the slot; which is \( X + 1 \) in the case where the timer does not expire, “+1” corresponding to
the last packet triggering the slot sending. For the case where it is the timer that triggers the slot sending we do not add “1” since the formation slot is not conditioned on the arrival of a specific (last) packet; thus:

\[
X = \int_0^T \sum_{j=1}^N \sum_{x \in A_j} \frac{X}{\lambda_t} P_t(x) \lambda_j (X + 1) \, dt \\
+ \sum_{x \in B} \frac{X}{\lambda_t} P_t(x) X,
\]

\[
= \sum_{j=1}^N \sum_{x \in A_j} \frac{\lambda_j X (X + 1)}{\lambda} \left( \prod_{i=1}^N \lambda_i^2 \right) \frac{(X - 1)!}{Y} \sum_{n=1}^X a_n \frac{1}{n!} \lambda X - 1 - n \\
+ \sum_{x \in B} \frac{X^2}{\lambda} e^{-\lambda T} T X - 1 \prod_{i=1}^N \lambda_i^2 \frac{(X - 1)!}{Y} I_0 \\
+ \sum_{x \in B} X^2 e^{-\lambda T} T X - 1 \prod_{i=1}^N \lambda_i^2 \frac{(X - 1)!}{Y}.
\]

(16)

Observe that OSFD only depends on the slot duration, the client packet sizes distribution and traffic demand distribution, which are given by the traffic matrix. OSFD is totally independent of the network state. The impact of CoS on the OSFD is through the intensities \( \lambda_i \) (and hence \( \lambda \)) of the flows participating on the formation of a same slot.

B. Optical Buffering Delay derivation

We now compute the OBD part of (1). OBD depends on two variables, per-CoS network load \( \rho \) (the traffic demand normalized by the mean time to serve a slot), and service time \( \nu \) (the mean queuing time). Those depend on the CoS management policy, as will be seen in Section III-C. Let \( \tau \) be the optical slot filling ratio (amount of data in the slot divided by slot size). For the derivation of \( \tau \) we follow the same reasoning as for the calculation of OSFD, shown in Section III-A. Since \( \tau \) express a size and not a number of packets, instead of reasoning in term of number of arrivals \( \sum_{i=1}^N \xi_i \) as in (10), here we consider the filling ratio of the slot, which is the size of the data in the slot \( (s_j + V_{i-}) \) divided by the slot size \( S \). Hence, \( \tau \) is:

\[
\tau = \int_0^T \sum_{j=1}^N \sum_{x \in A_j} \frac{s_j + V_{i-}}{S \lambda_t} P_t(x) \lambda_j X \, dt \\
+ \sum_{x \in B} \frac{V_{i-}}{S \lambda_t} P_t(x) X.
\]

(17)

Note that for case (a) (i.e., before timer expiration), we weigh \( \tau \) by \( X \) instead of \( X + 1 \) since the last packet that triggers the slot sending is already taken in account by adding its size \( s_j \) to the optical slot filling ratio. In [14], we derived in detail OBD:

\[
OBD = \frac{1}{2} \cdot \frac{1}{\nu \tau} \cdot \frac{\rho}{\tau - \rho} + \frac{1}{2 \nu}.
\]

(18)

Unlike OSFD, (18) shows that OBD depends not only on the slot duration, client packet sizes distribution and traffic demand distribution, but also on the network dimensioning through \( \rho \) and \( \nu \). CoS management has an impact on OBD during slot formation through the terms \( X \) and \( \tau \), and during buffering and slot insertion process through the terms \( \rho \) and \( \nu \). In the following we derive \( \rho \) and \( \nu \) according to the CoS management policy.

C. Impact of CoS management policy on QD

Without CoS management, all flows are served without differentiation; hence the load \( \rho_{transit} \) observed at a node is the same for all flows. \( \rho_{transit} \) is defined as the load transiting on the channel on which the considered slot is to be inserted, while load \( \rho_{in} \) is inserted by the source node; both \( \rho_{transit} \) and \( \rho_{in} \) are computed from the traffic demand:

\[
\rho = \rho_{transit} + \rho_{in}.
\]

(19)

The service rate is also the same for all flows and given by:

\[
\nu = \mu \cdot (1 - \rho_{transit}),
\]

(20)

The average queuing delay is obtained by plugging \( \rho \) and \( \nu \) into (18), and plugging (15) and (18) into (1).

With CoS management, flows are treated differently depending on their CoS, hence the mean queuing time is computed separately for each CoS \( k \in \{RT, NRT\} \) and (1) is replaced with:

\[
QD_k = OSD_k + OBD_k.
\]

(21)

\( OSD_k \) and \( OBD_k \) are computed using the flows \( i \) for the relevant CoS in (15) and (18). Note that in (18) \( \rho \) and \( \nu \) now depend on the CoS. Since RT traffic has priority over NRT traffic, loads \( \rho_{RT} \) and \( \rho_{NRT} \) are given by:

\[
\rho_{RT} = \rho_{transit} + \rho_{in_{RT}},
\]

(22)

\[
\rho_{NRT} = \rho_{transit} + \rho_{in_{NRT}},
\]

(23)

where the \( \rho_{transit} \), \( \rho_{in} \), \( \rho_{in_{RT}} \) terms are inputs that are computed from the traffic matrix. Correspondingly, the service rates are:

\[
\nu_{RT} = \mu \cdot (1 - \rho_{transit}),
\]

(24)

\[
\nu_{NRT} = \mu \cdot (1 - \rho_{transit} - \rho_{in_{RT}}).
\]

(25)

\( \rho_{RT}, \rho_{NRT}, \nu_{RT}, \nu_{NRT} \) are plugged in \( OSD_{RT} \) and \( OBD_{NRT} \) using (18); \( QD_{RT} \) and \( QD_{NRT} \) are obtained with (21). Note that (21) can be generalized for more than two classes of service as follows: consider \( k \) classes of service; each CoS has a different priority, if \( p \) is a given priority, and \( p + m \) (\( m = 0, \cdots, k - p \)) are higher priorities, then we obtain (21) for any CoS with a priority \( p \) using \( \rho_p \) and \( \nu_p \), defined as:

\[
\rho_p = \rho_{transit} + \sum_{m=0}^{k-p} \rho_{in_{p+m}},
\]

(26)

\[
\nu_p = \mu \cdot (1 - \rho_{transit} - \sum_{m=0}^{k-p} \rho_{in_{p+m}}).
\]

(27)
A scenario description

We consider a POADM ring connecting 7 eNodeBs; each eNodeB is connected to a POADM node. The traffic sent between eNodeBs, belonging to the same ring, remains inside the ring. The traffic exchanged with eNodeBs on other rings or with the Internet (via the backbone) is transmitted via a selected OSS node, which we call hub and denote by H. As mentioned earlier we consider 6 types of traffic. Each type of traffic has a specific pattern: centralized traffic is between any node and the backbone (i.e., it transits via H) while peer-to-peer traffic is between any two eNodeBs. The pattern and per-flow demands for each type are summarized in Fig. 5. The dimensioning of the POADM ring that ensures the support of such traffic demand is computed using algorithm [15] and results in a 6-wavelength ring with 3 transponders (TRX) on H and 1 transponder on every other node. Tab. II shows how the wavelengths \( w_1, \ldots, w_6 \) are assigned, and the receivers (RX) colored, for each node.

B. Queuing delay and CoS impact evaluation

First we evaluate the performance of the POADM solution with no CoS management in the 7-node mobile backhaul network. The slot duration is set to 8 \( \mu s \) and client traffic is assumed to be Poisson. In the following we consider that a load of 1 corresponds to the demand of Tab. I and other loads are generated by scaling this reference load. Propagation (a few \( \mu s \) in a 7-node mobile backhaul ring) and insertion/extraction on the medium (1 slot duration each) are small compared with the target real-time traffic latency (500 \( \mu s \)) such that queuing delays, which are reported here, are representative of the latency experienced by client data within the ring. We first set the global timer to 500 \( \mu s \); Fig. 6a shows \( QD \) for each traffic type. Seemingly counter-intuitively, the queuing delay decreases as load increases for low loads; this is because queuing delay is then dominated by the time to actually fill the optical slots [16]. At higher loads the queuing delay mainly depends on channel congestion and queuing delay increases, as expected.

Fig. 6a shows that the mean queuing delay of all traffic classes is well below the timer limit for load up to 0.88. The approximately 10% wasted load is due to the impossibility to fully fill slots with client data. This problem can be solved by allowing segmentation of client packets in several slots; this is out of the scope of this work. Note that, using simulations results not shown here, there is no loss up to load 0.85 and we measured a client frame loss below 1e-3 up to load 0.9.

In Fig. 6b we show the impact of CoS management. We consider that half of the data traffic is RT and the other half is NRT. We keep a timer of 500 \( \mu s \) for RT traffic and set a timer of 1 \( ms \) for NRT traffic. Both RT and NRT queuing delays are higher than in the scenario without CoS management. The mean queuing delays remain below the respective timer values. However, as we can see in Fig. 6b, the CoS management policy gives an advantage to RT traffic, which can achieve a load close to 1 for a packet loss probability below 1e-3. This is at the expense of a lower maximum amount of NRT traffic that can be carried in the network for a given client frame loss rate. Indeed in Fig. 6b, NRT traffic can still achieve a load of 0.85 without loss.

### Table II

<table>
<thead>
<tr>
<th>node</th>
<th>H</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of TRX</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>RX colors</td>
<td>( w_1 ), ( w_2 ), ( w_3 )</td>
<td>( w_4 )</td>
<td>( w_5 )</td>
<td>( w_6 )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6. Mean queuing delay per traffic type.

The small differences across the different plots in Fig. 6a are due to the traffic matrix pattern, which depends on the type of flow. As explained in Section III, the mean queuing delay depends on \( \lambda \), which is the sum of the arrival rates for all aggregated flows participating in the filling of a slot. Since \( \lambda \) differs according to the destination node (without CoS management, slots aggregate packets with same destination node) and since destination node is related to traffic type (some traffic types follow centralized traffic pattern, and others follow a peer-to-peer traffic pattern), the optical slots formed from different flows experience different queuing delays.
load of 0.85 but beyond this value the queuing delay is higher with than without CoS management: RT traffic experiences almost no loss while NRT traffic experiences high losses for load greater than 0.85. Fig. 7 depicts, for several load values between 0.05 and 0.98, the probability mass function (PMF) for the queuing delay. When QoS management is not used (Fig. 7a), the PMF for all traffic, both real-time and non real-time, is shown, since they are mixed in the same optical slots. When QoS management is used (Fig. 7b), we depict the PMF for real-time traffic only, since non real-time traffic is latency-insensitive. In addition, Fig 8 shows the probability that the queuing delay experienced by a client packet is higher than 500, 520 or 550 µs. The horizontal darker bars around 500 µs in Figs. 7a and 7b correspond to traffic encapsulated in near-empty slots, which are inserted only upon timer expiration; note that the upper bound on queuing delay is slightly above the timer value of 500 µs because a slot may have to wait for one or two timeslots before being inserted on the channel. We observe that, even for high loads (between 0.8 and 0.95), very few packets (< 2 % ) experience a queuing delay higher than 550 µs. If CoS management is used, only less than 2 % of the RT traffic experiences a delay higher than 550 µs, and less than 1 % of the RT traffic experiences a delay higher than 500 µs for a load of 0.98. Hence, whichever CoS management policy is used, we can claim that the proposed optical slot switching ring fulfills the strict latency constraints of LTE-A mobile backhaul network.

For the evaluation of the analytical model we compare
the mean queuing delay for both traffic classes (RT and NRT) with and without CoS management for a 7-node ring. Figs. 9a and 9b show the mean queuing delay, for all traffic types, analytically and by simulation. Analytical results closely match simulation results, thereby validating our analytical model. We can then use the analytical model to predict the performance of a 19-node ring. Fig. 10 shows that the trends for the queuing delay for a 19-node ring are similar to those of a 7-node ring. This result proves that the optical slot switching ring is a scalable solution and that its performance remains the same with little dependence on the network size.

C. Impact of timer on network performance

In order to further reduce the network queuing delay, and hence the latency, it is possible to decrease the timer(s) value(s) (global timer or per-CoS timers). However setting timer(s) to very short durations would force the sending of near-empty optical slots, and hence waste a part of the offered channel capacity. Therefore in this section we show the trade-off between the latency reduction and the maximum achievable load, defined as the maximum load for which the client packet loss rate is below 1e-3. Fig. 11 shows the impact of the timer (without CoS management: global timer; with CoS management: RT timer; the NRT timer is set to 1 ms) on the maximum achievable load for each traffic class (RT and NRT). Without CoS management we can reach a load of 0.8 while ensuring a queuing delay for any traffic of 50 µs. Using CoS management, for RT traffic, we can still achieve a load close to 1 with a timer of 100 µs and load of 0.8 using a timer of 50 µs. For very short timers (below 200 µs) the maximum load achieved for NRT traffic is impacted by the prioritization of RT traffic but remains greater than 0.7 for a timer of 50 µs, and than 0.8 for a timer of 100 µs.

V. Conclusion

We showed that an optical slot switching network fulfills the latency constraints of a next generation LTE-A switching mobile backhaul network, which can reach as low as a few hundreds of microseconds in the considered segment. Even without differentiated CoS handling, real-time traffic can be supported with load up to 88%. When CoS handling is used while forming slots it is possible to support even more real-time traffic, at the expense of a reduced non-real-time maximum carried load. Without CoS management, we showed that we can ensure a queuing delay of 50 µs while reaching a load of 80% for both RT and NRT traffic; with CoS management we can ensure a queuing delay of 100 µs while reaching a load of nearly 100% for RT and 80% for NRT traffic. We also proposed an analytical model with realistic assumptions and showed that the model closely matches the simulation results. Using the analytical model we showed that the optical slot switching ring is a scalable solution since its performance in terms of latency does not degrade even with a growing number of nodes per ring and the associated traffic demand.
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